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The introduction of Quality by 
Design, a systematic approach to 
product and process design and 

development, has shifted the paradigm in 
HPLC methods development from a ret-
rospective approach to a prospective, sys-
tematic, risk-based approach in order to 
develop enhanced method understanding.1

The basis for Quality by Design of chromato-
graphic methods can be broadly categorized 
into two areas: knowledge space and design 
space. The knowledge space encompasses 
all considerations made, all experiments 
conducted, and all knowledge gained in 
the development of a method (i.e., column 
screening or pH screening experiments). The 
knowledge space forms the basis for delineat-
ing a design space within which one can mod-
ify the chromatographic factors (i.e., gradient 
slope, temperature, and buffer concentration, 
all at a defined pH) without significantly 
impacting the final quality of the method and 
making sure all of the chromatographic figures 
of merit can still be met (resolution of critical 
pairs, tailing factor, selectivity, etc.).

There is an inherent need to understand 
the main effects of critical method factors 
and their mutual interactions on the critical 
method attributes (the response variables 
that are the quality characteristics of the 
method). Since there are many factors a 
scientist must consider when developing or 
validating a robust stability- indicating chro-
matographic method, statistical experimen-
tal design and analysis allow for an efficient 
and effective means of execution. This will 
lay the basis for defining the design space 
boundaries and a control strategy to ensure 
that quality is built into the method and 
further ensure the integrity of the results.

In most cases, reversed-phase chromato-
graphic separation can be achieved with an 
appropriate column selection and evaluation 
of different variants of mobile phase param-
eters. The first stage of chromatographic 
method development is to identify the most 
suitable column, mobile phase pH, aqueous 

phase buffer, and organic solvent to separate 
the active pharmaceutical ingredient (API) 
and its impurities in a particular sample. 
After initial starting conditions have been 
identified, the next stage is to determine 
optimal and robust separation conditions. 
This task becomes more complicated as the 
number of operating variables increases, 
which leads to a larger number of experimen-
tal runs required. To simplify and accelerate 
the optimization process, computer simula-
tion software packages have been employed.2

Liquid chromatography simulation software 
such as DryLab® (Molnár Institute, Ber-
lin, Germany), LC-Simulator® (Advanced 
Chemistry Development ,  Toronto, 
Ontario, Canada), and  ChromSword® 
(Merck, Darmstadt, Germany) have been 
shown to be effective tools in modulating 
gradient and column temperature during 
method development. These programs can 
use a small set of well-defined experimen-
tal data on a particular stationary phase at 
a defined variable such as pH to predict 
optimal separation based on changes in 
mobile phase composition and tempera-
ture.3 DryLab software uses retention data 
from scouting runs for subsequent retention 
and resolution prediction via simulation.3 
ChromSword, another optimization soft-
ware, takes a somewhat different approach, 
using structure fragments and dipole–dipole 
interactions to predict retention behavior.4,5 
Both of these methods work without any 
direct connection to the chromatographic 
apparatus. More sophisticated software uti-
lizes artificial intelligence. An early example 
is the EluEx (CompuDrug, Budapest, Hun-
gary), which can suggest initial experimen-
tal conditions based on chemical structures.5

Many authors reported successful use of chro-
matography simulation software for method 
development purposes. A polar neutral com-
pound (ethinylestradiol, EE) and its related 
substances (6-alpha-hydroxy-EE; 6-beta-
hydroxy-EE; 6-keto-EE; 9,11-didehydro-EE; 
and estradiol) were separated on a Pinnacle® 
C18 column (Restek, Bellefonte, PA) (50 

× 2.1 mm, dp = 1.9 µm). Two gradients with 
different slopes (7- and 21-min gradient time) 
were run at two different column tempera-
tures (35 and 65 °C). The predicted reten-
tion times (RT) were in close agreement with 
the experimental times; the average retention 
time error was 1.6% (minimum 0.44, maxi-
mum 3.09).6 Similar results were observed 
in the simultaneous optimization of gradient 
program and mobile phase pH for basic mol-
ecules separated on a Zorbax SB C18 column 
( Agilent Technologies, Santa Clara, CA) (50 
× 2.1 mm, dp = 1.8 µm) with methanol and 
buffer as mobile phase. Two initial gradients 
with different slopes (7- and 21-min gradient 
time) were run within a narrow pH range at 
three different mobile phase pH values (pH 
6.2, 6.6, and 7.0) at a constant temperature. 
The predicted retention times were also in 
excellent agreement with the experimental 
times. When mobile phase pH was optimized, 
the overall average retention time error was 
under 2% (minimum error was 0.44% and 
maximum was 8.66%). It was also concluded 
that the accuracy of computer prediction 
depends on the applied pressure (flow rate).6

In addition to gradient optimization, many 
others also reported using the software for 
mobile phase pH optimization. In order to 
obtain a 2-D resolution map, three combi-
nations of parameters were considered: gra-
dient time (tG) versus eluent composition 
of acetonitrile (ACN) and H2O, tG versus 
column temperature, and eluent composi-
tion versus pH.7 Analyte separation was fur-
ther optimized using DryLab software with 
experimental data input from two linear 
gradient runs: tG = 30 min and tG = 60 min; 
%B run from 5 to 50% at column tempera-
ture of 30 °C and aqueous mobile phase pH 
of 5.5 (analyte pKa of 6.6–9.0). The overall 
difference between predicted and experi-
mental retention time was 0.2%.7

There have been many success stories 
utilizing the software to achieve optimal 
separation. However, within the literature, 
there are limited discussions on the limita-
tion and capability of the approach.
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In one study,8 multiple classes of compounds 
such as steroids, pesticides, algal pigments, 
fatty acid methyl esters, and acrylate mono-
mers were chosen to examine the effectiveness 
of varying column temperature and gradient 
steepness via DryLab. They achieved optimal 
separation and good prediction accuracy for 
most analytes. However, in the case of testos-
terones, isomers of monohydroxytestosterone 
were not adequately resolved (maximum reso-
lution <0.5) by any choice of gradient-time 
or temperature modulation. During the same 
study, for a group of toxicological compounds 
in body fluids, accurate retention time predic-
tion of seven basic compounds was not feasible 
due to early elution.8 It was also mentioned that 
the extent of extrapolation based on input data 
should be carefully chosen.

In another study,9 several classes of compounds 
were also selected to elucidate the effective-
ness of the combined use of column temper-
ature and gradient steepness. An anomalous 
retention time– temperature relationship was 
observed in which tripelennamine exhibits 
an increase in retention as column tempera-
ture increases. Similar behavior was noted for 
aniline at pH 3.6 but not at other pH values. 
Although this sort of retention behavior is 
unusual, the software was able to provide accu-
rate prediction as long as retention times varied 
linearly with column temperature. In addition, 
it was also suggested that prediction accuracy 
could be improved with interpolation of exper-
imental parameters and also with use of more 
initial data points to define a suitable function, 
e.g., quadratic function of the parameter.

The selection of proper range of the gradient 
steepness for the input runs is recommended 
by the software to be a factor of 3,10 e.g., gra-
dient run times of 7 and 21 min with a linear 
gradient of change in organic composition as 
input runs. Further elucidation of the effect 
and importance of the gradient range selec-
tion on accuracy prediction is required.

The goal of the current paper is to further illus-
trate the impact of a key parameter: range of the 
gradient slopes from input experimental data 
on predicted results. Secondly, it also focuses 
on the optimal selection of gradient steepness 
range to improve prediction accuracy.

Experimental
Reagents and chemicals
HPLC-grade ACN was obtained from Fisher 
Scientific (Pittsburgh, PA). Water was col-

lected from a Milli-Q system ( Millipore, 
Billerica, MA). All other chemicals were 
of analytical grade and were obtained from 
Sigma-Aldrich (St. Louis, MO).

Instrumentation
All experiments were performed on an 
 Alliance® 2695 HPLC system (Waters Corp., 
Milford, MA). Data acquisition, analysis, and 
reporting were performed by Empower™ 1 
chromatography software (Waters Corp.).

Chromatographic conditions and 
sample preparation
All experiments were performed on an 
X-Bridge™ C18 column (Waters Corp.) 
(50 × 4.6 mm, 3.5-µm particle size). Mobile 
phase A was an aqueous buffer solution 
containing 10 mM ammonium acetate 
(adjusted to pH 9 with ammonium hydrox-
ide), and mobile phase B was ACN. A flow 
rate of 1.5 mL/min was used for all stud-
ies. The column temperature was 45 °C. 
The injection volume was 10 µL and the 
detection wavelength was set at 254 nm. 
Table 1 lists all of the gradient programs 
used in the initial experiments and confir-
matory experiments. The sample diluent 
was a water/acetonitrile mixture (50/50, 
v/v). All samples were prepared at appro-
priate concentrations for reliable track-
ing of analyte peaks (one compound per 
sample: 2-ethylpyridine; 3-ethylpyridine; 
4-ethylpyridine; 3,4-lutidine; 2,4-lutidine; 
2,6-lutidine; and 3,5-lutidine) and were 
injected into the HPLC immediately.

DryLab simulation
To simulate and optimize chromatographic 
separations using DryLab software, data from 

two or more initial runs on LC were entered 
to “calibrate” the software. However, in the 
case of mobile phase gradient optimization, 
only two initial experiments can be imported 
for the calibration, since the linear-solvent-
strength model11 is the basis for the DryLab 
simulation of gradient. These two initial 
experiments need to be carried out at two 
gradient slopes, usually one steep and one 
shallow, respectively, and the difference in 
the slopes is recommended to be within a 
factor of 3 of the other.10

To evaluate how the choice of initial slopes 
can impact the prediction accuracy, seven 
initial experiments were performed (see 
Table 1), and the data from these experi-
ments were paired up for the simulation. 
Four verification experiments were then 
performed and the chromatographic data 
were compared with the simulation results.

Results and discussion
All of the experiments were performed on 
an X-Bridge C18 4.6 × 50 mm, 3.5-µm col-
umn with pH 9 mobile phase at a constant 
temperature of 45 °C. The set of seven com-
pounds had pKa values (pKa ~ 6) less than two 
pH units below the pH of the aqueous mobile 
phase. Mobile phase A was an aqueous buf-
fer solution containing 10 mM ammonium 
acetate (adjusted to pH 9 with ammonium 
hydroxide), and mobile phase B was ACN. A 
flow rate of 1.5 mL/min was used for all stud-
ies. The initial experiments consisted of gradi-
ent runs using a mobile phase linear gradient 
of 5–95% ACN in 10, 20, 40, 60, 120, 180, 
and 240 min. These gradients corresponded 
to slopes, as shown in Table 1. DryLab allows 
the use of only two initial gradient runs with 
different slopes as input data for predicting the 
retention time of the analyte in the mixture at 

Table 1 Experimental gradients
 Experiment %B Isocratic %B Time Gradient slope
 no. (initial) hold (min) (end) range (min) (%/min)
Initial 1 5 0 95 10 9
 (scouting) 2 5 0 95 20 4.5
 3 5 0 95 40 2.25
 4 5 0 95 80 1.125
 5 5 0 95 120 0.75
 6 5 0 95 180 0.5
 7 5 0 95 240 0.375
Verification 8 5 1 95 5 18
 9 5 1 95 10 9
 10 5 1 95 30 3
 11 5 1 95 300 0.3



a selected target gradient slope. Different pairs 
of the seven initial gradients (scouting slopes) 
were used in the software to predict retention 
time at four selected verification (target) gra-
dient slopes. In order to compare experimen-
tally obtained retention time for pyridines and 
lutidines at the target gradient slopes with the 

predicted retention times, four verification 
runs were performed. Verification runs were 
performed using a mobile phase gradient of 
5–95% ACN in 5, 10, 30, and 300 min (cor-
responding to slopes 18%, 9%, 3%, and 0.3% 
per minute, respectively), as shown in Table 
1. The purpose of these experiments was to 

find the optimal strategy for selecting the ini-
tial slopes that can be used for gradient opti-
mization. The comparative results of the pre-
dicted retention times versus experimentally 
obtained retention times when using slopes of 
0.3% and 18% are presented in Tables 2 and 
3, respectively.

Table 2 Comparison of predicted retention times vs experimental retention times obtained for slope 0.3% ACN per minute
 Predicted RT for slope 0.3% based on initial slopes
 Experimental RT 9% and 9% and 9% and 9% and 9% and 9% and
Peak name on slope 0.3% 4.5% 2.25% 1.125% 0.75% 0.5% 0.375%
2-Ethylpyridine 9.393 28.26 20.52 10.59 11.65 10.55 10.03
3-Ethylpyridine 11.827 36.47 24.88 12.75 14.5 13.11 12.49
4-Ethylpyridine 11.953 3.79 25.45 12.97 14.64 13.29 12.6
3,4-Lutidine 10.907 3.68 25.19 12.65 13.93 12.35 11.62
2,4-Lutidine 10.36 3.61 24.07 12.16 13.28 11.77 11.08
2,6-Lutidine 8.47 3.34 3.78 10.86 11.35 9.92 9.25
3,5-Lutidine 12.72 3.73 26.83 13.79 15.77 14.12 13.42
Overall % error  105.74 110.19 14.15 26.14 12.76 6.57
between experimental
and predicted results
 Experimental RT 4.5% and 4.5% and 4.5% and 4.5% and 4.5% and
Peak name on slope 0.3%   2.25% 1.125% 0.75% 0.5% 0.375% 
2-Ethylpyridine 9.393 13.86 8.52 10.29 9.9 9.7
3-Ethylpyridine 11.827 16.37 10.16 12.77 12.31 12.11
4-Ethylpyridine 11.953 16.53 10.24 12.83 12.44 12.2
3,4-Lutidine 10.907 15.31 9.54 11.88 11.4 11.16
2,4-Lutidine 10.36 15.08 9.22 11.36 10.87 10.64
2,6-Lutidine 8.47 12.75 7.82 9.4 8.99 8.78
3,5-Lutidine 12.72 17.7 10.82 13.82 13.21 13
Overall % error  42.84 11.98 9 4.71 2.66
between experimental
and predicted results
 Experimental RT 2.25% and 2.25% and 2.25% and 2.25% and
Peak name on slope 0.3% 1.125% 0.75% 0.5% 0.375%
2-Ethylpyridine 9.393 7.28 9.74 9.63 9.56
3-Ethylpyridine 11.827 8.69 12.19 12.03 11.97
4-Ethylpyridine 11.953 8.74 12.23 12.16 12.06
3,4-Lutidine 10.907 8.15 11.32 11.13 11.03
2,4-Lutidine 10.36 7.83 10.77 10.58 10.5
2,6-Lutidine 8.47 6.66 8.87 8.73 8.64
3,5-Lutidine 12.72 9.18 13.18 12.9 12.85
Overall % error  24.97 3.59 2.09 1.34
between experimental
and predicted results
 Experimental RT 1.125% and 1.125% and 1.125% and 0.75% and 0.75% and 0.5% and
Peak name on slope 0.3% 0.75% 0.5% 0.375% 0.5% 0.375% 0.375%
2-Ethylpyridine 9.393 13.33 10.53 9.93 9.54 9.51 9.5
3-Ethylpyridine 11.827 17.33 13.27 12.45 11.9 11.92 11.92
4-Ethylpyridine 11.953 17.32 13.43 12.54 12.1 12.02 11.98
3,4-Lutidine 10.907 15.89 12.23 11.45 10.98 10.95 10.93
2,4-Lutidine 10.36 14.99 11.61 10.9 10.43 10.43 10.42
2,6-Lutidine 8.47 12.09 9.53 8.97 8.61 8.58 8.55
3,5-Lutidine 12.72 18.91 14.26 13.37 12.69 12.78 12.82
Overall % error  45.02 12.21 5.3 0.95 0.78 0.67
between experimental
and predicted results



As was pointed out by Snyder et al.,9 the 
retention-time predictions made within 
the initial slopes region (the interpo-
lated prediction between the two initial 
slopes used for simulation) are in better 
agreement with the experimental data 
compared to those predictions made out-

side the initial slopes region (extrapo-
lated prediction).

In the authors’ study, DryLab predictions 
obtained for the interpolated and extrapo-
lated gradient slopes were directly compared. 
Extrapolated predictions refer to the circum-

stance when the analytes’ retention times 
are predicted for a slope that is not between 
the initial scouting slopes used for simula-
tion (outside of interpolated area). The over-
all percent error of predictions using slopes 
within the interpolated slope area was sig-
nificantly smaller than that for the extrapo-

Table 3 Comparison of predicted retention times vs experimental retention times obtained for slope 18% ACN per minute
 Predicted RT for slope 18% based on initial slopes
 Experimental RT 9% and 9% and 9% and 9% and 9% and 9% and
Peak name on slope 18% 4.5% 2.25% 1.125% 0.75% 0.5% 0.375%
2-Ethylpyridine 3.353 3.55 3.353 3.66 3.66 3.66 3.66
3-Ethylpyridine 3.497 3.64 3.497 3.77 3.77 3.77 3.78
4-Ethylpyridine 3.497 3.22 3.497 3.77 3.76 3.77 3.77
3,4-Lutidine 3.39 3.26 3.39 3.68 3.68 3.69 3.69
2,4-Lutidine 3.353 3.31 3.353 3.66 3.65 3.66 3.66
2,6-Lutidine 3.227 3.28 3.227 3.55 3.55 3.56 3.56
3,5-Lutidine 3.497 3.2 3.497 3.77 3.77 3.77 3.78
Overall % error  4.73 6.6 8.61 8.53 8.7 8.78
between experimental
and predicted results
 Experimental RT 4.5% and 4.5% and 4.5% and 4.5% and 4.5% and
Peak name on slope 18% 2.25% 1.125% 0.75% 0.5% 0.375%
2-Ethylpyridine 3.353 3.74 3.81 3.78 3.78 3.79
3-Ethylpyridine 3.497 3.87 3.97 3.92 3.93 3.93
4-Ethylpyridine 3.497 3.87 3.97 3.92 3.93 3.93
3,4-Lutidine 3.39 3.8 3.88 3.84 3.85 3.85
2,4-Lutidine 3.353 3.76 3.83 3.8 3.81 3.81
2,6-Lutidine 3.227 3.66 3.72 3.69 3.7 3.7
3,5-Lutidine 3.497 3.88 3.97 3.92 3.93 3.93
Overall % error  11.64 14.02 12.85 13.1 13.14
between experimental
and predicted results
 Experimental RT 2.25% and 2.25% and 2.25% and 2.25% and
Peak name on slope 18% 1.125% 0.75% 0.5% 0.375%
2-Ethylpyridine 3.353 4.03 3.85 3.86 3.86
3-Ethylpyridine 3.497 4.23 3.99 4 4
4-Ethylpyridine 3.497 4.23 4 4 4
3,4-Lutidine 3.39 4.11 3.91 3.91 3.92
2,4-Lutidine 3.353 4.05 3.87 3.88 3.88
2,6-Lutidine 3.227 3.9 3.76 3.76 3.77
3,5-Lutidine 3.497 4.23 3.99 4 4
Overall % error  20.85 14.95 15.12 15.21
between experimental
and predicted results
 Experimental RT 1.125% and 1.125% and 1.125% and 0.75% and 0.75% and 0.5% and
Peak name on slope 18% 0.75% 0.5% 0.375% 0.5% 0.375% 0.375%
2-Ethylpyridine 3.353 3.56 3.67 3.7 3.89 3.89 3.9
3-Ethylpyridine 3.497 3.61 3.75 3.79 4.04 4.03 4.03
4-Ethylpyridine 3.497 3.61 3.75 3.79 4.02 4.03 4.05
3,4-Lutidine 3.39 3.57 3.7 3.74 3.96 3.96 3.97
2,4-Lutidine 3.353 3.56 3.68 3.71 3.92 3.92 3.92
2,6-Lutidine 3.227 3.51 3.61 3.63 3.8 3.81 3.82
3,5-Lutidine 3.497 3.6 3.75 3.79 4.06 4.05 4.02
Overall % error  5.12 8.85 9.85 16.29 16.3 16.39
between experimental
and predicted results



lated slopes, as shown in Figure 1. Indeed, the 
overall prediction error for retention times 
on an interpolated slope of 9%, when initial 
slopes used for simulation are 9% and 2.25%, 
is only 0.73% (Figure 1a). At the same time, 
the prediction for the extrapolated steep slope 
of 18% (B%/min) using the same initial slopes 
has 6.60% overall error (Figure 1a). A similar 
trend is observed for the shallow extrapolated 
slope of 0.3% when the initial slopes used for 
simulation were 4.5% and 0.75% (B%/min) 
(Figure 1b). The predicted retention times 
on the interpolated 3% slope had only 1.72% 
overall error, and overall error was 9% for the 
extrapolated 0.3% slope (B%/min) using the 
same initial scouting slopes (Figure 1b).

For the extrapolated slope predictions, the 
overall percent error decreased when initial 
slopes used for simulation were closer to the 
area of extrapolation (Tables 2 and 3). The 
overall percent error increased when the area 
of extrapolation was farther away from the 
initial slopes. Table 3 demonstrates this trend 
using an 18% slope as the target slope for pre-
diction. For the steep extrapolated 18% slope, 
the best prediction was obtained by simula-
tion using the initial slopes at 9.0% and 4.5% 
(Table 2); the overall percent error for pre-
dicted versus experimental retention times 
was only 4.73%, or less than 0.16 min (Fig-

ure 1c). The same trend was observed for the 
extrapolated simulation of shallow gradient at 
0.3% slope. The best simulation was obtained 
when initial gradients were closest (initial 
slopes 0.5% and 0.375%) to the target (slope 
0.3%), as shown in Table 2. The overall per-
cent error was only 0.67% when compared 
to the simulated retention times for the 0.3% 
slope based on prediction using initial slopes 
of 0.5% and 0.375% (Figure 1d).

Figure 2 illustrates the natural logarithmic 
function of the retention factor versus organic 
gradient slope for pyridines and lutidines. It 
was noticed that using a wider interpolated 
area (i.e., increasing the difference between 
the initial slopes) generally leads to better 
prediction if the extrapolated target slope is 
roughly on the same line as the initial pair 
of slopes on the function shown on Figure 2. 
The extrapolated predictions, obtained when 
the initial pair of slopes used for simulation 
were on the curved part of the function shown 
on Figure 2, were less reliable based on over-
all percent error between predicted versus 
experimental retention times. Figure 3 dem-
onstrates the overall retention time predic-
tion error (from Table 2) versus ratio of the 
initial input slope used in DryLab for predic-
tion to the extrapolated 0.3% target slope. For 
example, the input retention times used for 

simulation were obtained from the initial gra-
dient slope of 9%; based on that, the reten-
tion times were predicted for the extrapolated 
0.3% target slope, making the ratio 9% ÷ 
0.3% = 30 (Figure 3). This ratio indicates the 
difference between the target slope and the 
initial slope used for prediction. Based on the 
data presented in Tables 2 and 3, in order to 
achieve better prediction accuracy, the initial 
pair of slopes should be close to the targeted 
extrapolated slope (within the range of a factor 
of 2) (Figure 3). Moreover, the general recom-
mendation from the software description, that 
the two initial slopes should differ by no more 
than a factor of approx. 3, is well-supported by 
experimentally obtained results.

Conclusion
The optimal strategy for choosing the initial 
pair of gradient slopes for chromatography 
simulation is to have the intended gradient 
slope for the final separation in between the 
initial pair of slopes used in the simulation. 
When an interpolated simulation is not 
possible, the initial pair of slopes should be 
chosen close to the target extrapolated slope 
(within a factor of 2) and the two initial 

a b

c d

Figure 1 Overall percent-error prediction for interpolated slopes and extrapolated slopes (B%/min). a) 
Initial slopes 2.25% and 9%, b) initial slopes 0.75% and 4.5%, c) initial slopes 4.5% and 9%, d) initial 
slopes 0.5% and 0.375%.

Figure 2 Pyridine and lutidine retention factor 
at different acetonitrile gradient slopes at constant 
temperature.

Figure 3 Overall percent-error retention time 
prediction for 0.3% gradient slope versus ratio of 
initial input slope used for prediction to extrapolated 
target slope of 0.3%.



slopes should differ by no more than a factor 
of approx. 3. The interpolated simulation as 
well as the extrapolated simulation results, 
when the initial slopes were in close range to 
the target slope, provided very good predic-
tion with overall percent-error difference of 
experimental retention times: less than 1%. 
This provides the basis for further methods 
optimization and the development of robust 
stability-indicating methods.

References
1. Olsen, B.A. Developing and using ana-

lytical methods to achieve quality by 
design and efficiency in drug development. 
Pharm. Technol. 2005, s14–s25.

2. Popovic, I.; Ivanovic, D.; Medenica, M.; 
Malenovic, A.; Jancic-Stojanovic, B. 
LC determination of lercanidipine and 
its impurities using DryLab software and 
experimental design procedures. Chromato-
graphia Mar 2008, 67(5/6), 449–54.

3. Krisko, R.M.; McLaughlin, K.; Koenig-
bauer, M.J.; Lunte, C.E. Application of a 
column selection system and DryLab soft-
ware for high-performance liquid chroma-

tography method development. J. Chro-
matogr. A 2006, 1122, 186–93.

4. Krauze-Baranowska, M.; Baczek, T.; 
Głod1, D.; Kaliszan, R.; Wollenweber, 
E. HPLC separation of O-acylated flavo-
noids and biflavones from some species of 
gymnospermae. Chromatographia Jul 2004, 
60(1/2).

5. Li, W.; Rasmussen, H.T. Strategy for devel-
oping and optimizing liquid chromatogra-
phy methods in pharmaceutical develop-
ment using computer-assisted screening 
and Plackett–Burman experimental design. 
J. Chromatogr. A 2003, 1016, 165–80.

6. Feketea, S.; Feketeb, J. ;  Molnár, I. ; 
 Ganzlera, K. Rapid high performance liq-
uid chromatography method development 
with high prediction accuracy, using 5 cm 
long narrow bore columns packed with 
sub-2µm particles and Design Space com-
puter modeling. J. Chromatogr. A 2009, 
1216, 7816–23.

7. Djurdjevic, P.; Ciric, A.; Djurdjevic, A.; 
Jelikic Stankov, M. Optimization of sepa-
ration and determination of moxifloxacin 
and its related substances by RP-HPLC. J. 
Pharm. Biomed. Anal. 2009, 50, 117–26.

 8. Dolan, J.W.; Snyder, L.R.; Djordjevic, N.M.; 
Hill, D.W.; Snaders, D.L.; Van Heukelem, 
L.; Waeghe, T.J. Simultaneous variation of 
column temperature and gradient steepness 
for reversed-phase high-performance liquid 
chromatography method development. J. 
Chromatogr. A 1998, 803, 1–31.

 9. Zhu, P.L.; Snyder, L.R.; Dolan, J.W.; 
Djordjevic, N.M.; Hill, D.W.; Sander, 
L.C.; Waeghe, T.J. Combined use of tem-
perature and solvent strength in reversed-
phase gradient elution. I. Predicting sep-
aration as a function of temperature and 
gradient conditions. J. Chromatogr. A 
1996, 756, 21–39.

10. DryLab 2000 user manual, version 3.5.00. Set-
ting Up Input Runs for the LC—Gradient 
Mode (2 Runs); e-mail: info@molnar-institut.

11. Snyder, L.R.; Dolan, J.W. The linear sol-
vent-strength model of gradient elution. 
Adv. Chromatogr. 1998, 38, 115.

The authors are with Novartis Pharmaceuti-
cals Corp., One Health Plaza, East Hanover, NJ 
07936, U.S.A.; tel.: 862-778-7829; fax: 973-
781-6327; e-mail: alexey.makarov@novartis.com.

For more information contact: www.molnar-institute.com

DryLab® 2010, version 4.0

QbD and Design Space in one Software
Automated Data Generation
New Programing Language: C-Sharp (C#)
New Windows Management 
New Visualisation of Robustness

Robust regions 
with R s,crit >1.5
visualized as
geometric 
space

>10 6 virtual chromatograms in the DesignSpace

pH tG [min]

T [°C]

For More Info Visit AL20.com?5262


